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For any given packet, the acquisition time is given by the following:

where Tp .is the propagation delay through the cable to the other machine; Td is the delay through
the transceiver, transceiver cable, and controller up to decision gate; and Ts is the delay from the
decision to start transmission until the appearance of the start of the packet on the common cable.

The probability of a given packet colliding with any packet from some other machine

transmitting n packets per second is:

P=nTa

assuming n < l/Ta and packet transmission time > Ta. (If packet transmission time is less than Ta
then the concept of acquisition breaks down, as does the fundamental concept of transmitter-based

collision detection. This is the point at which Ethernet channel behavior moves toward that of a

slotted Aloha channel [Abramson, 1977].)
The consequence of this with respect to controller design is that the decision to transmit should

be made just before the packet would actually be sent to the cable. In particular, the timer that

enforces the minimum spacing between packets should always start when an end of packet is

detected (loss of carrier) instead of starting after the decision to transmit. Thus if the Ether has

been quiet for a while, a transmission proceeds immediately rather than waiting for the timeout.

3.6 Low-level protocols

In the Pup architecture, the purpose of a low-level protocol is to deal with peculiarities of the

network. Functions in excess of this (e.g., connections, flow control, sequencing, perfectly reliable

delivery) don't belong here but rather at higher levels of protocol-which, in the Pup design, are all

end-to-end. In the Ethernet system, an attempt has been made to provide the simplest possible

mechanisms that have the required functionality and performance.

Packet format. The basic Ethernet packet format is shown in figure 5, A packet begins with a sync

bit, which is always a one and whose leading edge enables the receiver to acquire bit phase.

Following this are two 8-bit address fields, the destination host and the source host; these are

followed by a 16-bit packet type; zero or more 16-bit words of data, and a 16-bit cyclical redundancy

check (eRe). TIle sync bit anq the CRe are generated and stripped off by the contrnller llardware;

all remaining information is transferred to or from the host computer's memory.
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Figure 5. Ethernet packet format. Sync bit and eRe are added and removed by controller hardware. All
other fields are generated and consumed by software, though the destination host is also examined by receiver
tnicrocode to perform address filtering. Maximum packet length is a software convention.

Addressing. The addressing conventions used in the prototype Ethernet system are very simple.

Each host is assigned a unique 8-bit address that is readable by software running in the host, and

each packet transmitted is labelled with its source and intended destination address.

Of course, the Pup internet protocol requires an address space much larger than this, extended

both upward (to encompass multiple networks) and downward (to address multiple processes within

a machine). Those addresses, however, are in the Pup itself-that is, encapsulated within the data

portion of an Ethernet packet

Received packets are copied into memory under control of an address filter, which in the Alto

is implemented in microcode. Upon receiving the first word of a packet, the microcode compares

the destination host field against an address supplied by software (normally the host address

assigned to the machine), and copies the packet into memory only if tlley are equaL

The software can also set the address filter to be promiscuous, meaning that every received

packet is to be copied into memory. This is useful for network monitoring, protocol debugging, and

other purposes.

A destination host address of zero is used to indicate a broadcast packet, which every active

host should copy into memory. Broadcasts are useful for locating nearby resources (on the same

network) and for distributing information of general interest. But broadcasts must be used with

discretion, since all hosts that receive one incur a certain amount of software overhead, if only to

discard it.

A generalization of broadcast is multicast, in which a packet may be addressed to a predefined

set of hosts, referred to as a rnulticast group and identified by a multicast ID. In the present

Ethernet system, a form of multicast may be implemented by reserving certain addresses as

multicast IDs rather than host addresses. A host then joins a multicast group by setting its address

filter to accept packets addressed to the group's ID. (This simple scheme has some obvious

limitations, such as the inability for a host to belong to more than one multicast group

simultaneously. But the address filtering may be made arbitrarily elaborate by loading different

microcode, or by setting the microcode address filter to promiscuous and doing address filtering in
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the software.)

While broadcast and multicast are easy to implement .within a single network, they are difficult

to extend into.. the full ..Pup internetwork environment. Consequently, .existing Ethernet systems

make little use of these techniques (multicast especially), and we have intentionally avoided

introducing added complexity into controllers or low-level protocols to provide for them.

Other conventions. The packet type field is reserved, by software convention only, to identify the

specific higher-level· protocol under which the data should be interpreted. While Pup is the

predominant higher~level protocol at present (and hence most Ethernet packets identify their

contents as being Pups), there do exist other protocol architectures-notably the ARPA

Internet-whose basic packets may also be encapsulated within Ethernet packets. Also, there are a

few applications that are highly· specialized to the Ethernet or to the Alto, such as the initial step of

bootstrap loading; these utilize their own Ethernet protocols rather than being based on Pup.

The Ethernet system does not employ low-level acknowledgments. Packet errors are so

infrequent that low-level acknowledgments are not needed: end-to-end protocols can easily cope

with the network's error rate. Likewise, no special low-level protocols are required to gain access to

the network, since the channel is controlled strictly by contention.

4. Operational considerations

This section briefly highlights a few of the important operational characteristics of the present

Ethernet design.

4.1 Installation

Simple rules describe the installation of the coaxial cable. It must have a terminator at each

end, it must not branch, and it must never be connected to a building ground (by contact to

connector casings or tap blocks). The terminators should be located in accessible locations so that a

time domain reflectometer can be conveniently connected to the end for checkout The cable

should be broken every 100 meters or so and a connector installed in an accessible location; this

facilitates installation of the cable and is also useful in fault isolation, as will be described.

Installation ofa tap .. and transceiver is relatively straightforward and does not require taking the

network down. The tap block is placed· on the cable and tightened, piercing the jacket and making

contact·with the shield. The jacket and shield coring tool is screwed in and removed, leaving a hole

for the tap. The transceiver with .tap is screwed into the tap block, completing the job. The tap

and tap block may subsequently be removed and the hole taped over with no effect on the rest of

the sYstem.
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It is best to install taps at least a few feet apart so as to distribute the taps' and transceivers'

capacitance and impedance along the cable rather than lumping it all in one place. In the prototype

Ethernet system, running at 3 megabits. per second, this is not especially important (one existing

Ethernet cable, about 500 meters long and with over 120 hosts, has several clumps of closely-spaced

transceivers with no ill effects); however, at higher data rates this would become a more serious

concern.

4.2 System configuration

The current Ethernet design uses g-bit host IDs assigned on a per-network basis. If a machine

is moved from one network to another-a fairly common event for Altos-its ID may have to be

changed to fit into the address space of the new network. This is an operational annoyance.

An alternate scheme is to provide each host with a larger ID (at least 32 bits) Wllich is unique

across all networks. This simplifies the movement of machines from one network to another. Of

course, some central source of IDs must be maintained to assure that none are repeated.

Aside from assignment of host IDs, no central coordination is required when a host is added to

or removed from a network.

4.3 Reliability andfault isolation

There are two classes of failures: those that disable a single host and those that take down the

entire network. Because the common channel is passive, most failures of transceivers and interfaces

affect only one host, and it is immediately obvious which host it is.

Network failures can be caused by a transceiver stuck in the "on" state, a shorted transceiver,

or a missing terminator. All of these have the effect of reducing the signal to noise ratio on the

cable below an. acceptable level.

A time domain reflectometer (TDR) has proven valuable in locating shorts, missing terminators,

and even transceivers in the "on" state (since they have a low output impedance while transmitting).

It is useful to have a reasonably accurate record of how the cable is routed, so that the linear

distance from the TDR may be used to determine the approximate location of the failing

component.

Segmenting the network is a useful technique when a TDR is not available, assuming that

connectors have been installed in the cable at reasonable intervals. The network is broken into

segments and each segment terminated at the point of separation. The segment that does not work

contains the fault. (Multiple Ethernet systems interconnected by gateways have, the property that a

failure is localized to one network.)
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5. Experience with an operational design

TIle prototype Ethernet system has served for several years as the dominant local network in a

nationwide Pup .internet used regularly within a number of Xerox research and development

communities. The internet presently consists of about 25 Ethernet systems interconnected by 20 or

so gateways and various long-haul transmission facilities. Over 1000 hosts (mostly Altos and other

personal minicomputers) are connected to these networks.

Practical experience with the Ethernet system has shown the strengths arid weaknesses of the

, present design. 11lis section summarizes' our experience and highlights those aspects of· the design

that could be improved.

5./ Performance

The analytical model of CSMA/CD perfonnance under heavy load and overload conditions, first

presented in [Metcalfe & Boggs, 1976], has now been verified experimentally [Shoch & Hupp, 1979].

TIle network remains stable, its capacity is shared fairly among the contending hosts, and efficiency

exceeds 97 per cent when traffic consists of relatively large packets (about 4000 bits).

Of at least equal ,importance is the performance of higher-level applications under typical

conditions. Practical experience has shown that the consequences of certain design and engineering

choices, such as t1lose presented previously, totally dominate the undesirable effects predicted by

analysis of an overloaded Ethernet system. (For example, in [Almes -& Lazowska, 1979] it has been

shown that the "binary exponential backoff' algorithm used for contention resolution in the

Ethernet gives rise to·a rather curious last-in-first-out acquisition of the channel. This phenomenon

has indeed been observed under extreme overload conditions, but is of no consequence during

normal operation.)

Typical conditions. It is useful to characterize what "typical" conditions are. Extensive

measurements have been perfonned on one operational Ethernet system to which approximately 120

computers are connected. These machines include personal computers, servers, time-sharing

systems, and gateways to other parts of the Pup internet. Users of these machines use the network

regularly for file transfer, electronic mail, bootstrap loading, software distribution, and many other

purposes.

In a typical. 24-hour period, 2.2 million packets are carried in this network, totalling

approximately 300 million bytes. For a 3-megabit per second channel, this amounts to only 0.9

percent utilization of the available pandwidth. But the utilization has high variance, and observed

utilization has been as high as 3.6 percent for one hour, 17 percent for one minute,and 37 percent

for one second. ' On the average, only 0.79 percent of all packets are delayed due to deference, and

less than 0.03 percent are involved in collisions.
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Thus, the existing system could support a substantial increase in traffic without a ,noticeable

increase in latency. This is as it should be. While it is reassuring to know that the Ethernet 'system

will remain stable under overload conditions, it would be bad practice to operate a local network

regularly at more than a fraction of its peak capacity, especially in view of the high variations in

utilization.

End-to-end' performance. In the environment served by Pup, the most important metric for

evaluating the Ethernet system is the performance delivered to the communicating end processes.

In view of the negligible impact on overall performallce due to contention for the shared channel,

this performance is primarily a function of other components of the system. In the prototype

implementation, there are two principal limitations on end-to-end perfonnance.

Receiver turnaround. The inability of an Alto interface to re~eive consecutive packets or to receive a

packet that immediately follows t11at Alto's own transmission has serious perfolmance consequences.

Many packets are missed simply because the receiver is not turned on at the time a packet begins to

arrive. This occurs most frequently in servers and gateways, which may be communicating with

several hosts at the same time; but it can also occur in any pair of hosts that happen to be sending

to each other simultaneously.

Timeout-driven higher-level protocols can and do cope with lost packets, but when the rate of

loss becomes too great the end-to-end throughput drops dramatically. This effect completely

swamps the degradation caused by contention and damaged packets. For most applications this is

still not noticeable, but for some it is serious enough that we have found it necessary to tune

higher-level protocol implementations so as to reduce the probability of losing packets due to

turnaround latency. This is a serious intrusion upon what is supposed to be a network-independent

protocol.

This problem is due to the Alto controller hardware, which is half-duplex and requires restart

by software or microcode after transmission or reception of a packet. The present design was

arrived at after consideration of maximum chip count (approximately 75 TIL MSI les, using

technology available in 1973). New designs should be capable of receiving consecutive packets.

Fortunately, advances in Ie technology have now made this possible at low cost.

Software overhead. End-to-end throughput is primarily limited by per-packet processing overhead in

the software. For example, present implementations of the Pup Byte Stream Protocol, written in a

high-level language (BCPL or Mesa) and running on the Alto, are capable of maintaining a

sequenced, .flow-controlled data stream at the rate of about 600 kilobits per second, at which point

both sending and receiving computers are CPU-bound. While this performance is fairly respectable

considering the m~dest processing capability of an Alto, it· is far below the capacity of the Ethernet

channel.
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Reducing per-packet software overhead may be accomplished by designing "smart" controllers

that are ,better tuned to the needs of higher-level protocols. Sources of overhead include packet

completion interrupt handling, Pup encapsulation and decapsulation, collection of packets from and

delivery to the correct processes, and higher-level protocol overhead such as sequencing, generation

and processing of acknowledgments, and so on. Some of these tasks could be taken ~ver by Alto

microcode or (in other designs) by a dedicated front-end microcomputer..

The danger in this approach is that higher-level protocol functions may become inappropriately

embedded in the controller, thereby blurring the levels of protocol and reducing the .flexibility

ayailable to the end communicating processes. To avoid this, one should attempt to provide such

functions in the form of operations accessible from software as opposed to ones pennanenlly

interposed between the network and the end processes. (This observation applies equally well to

.other operations traditionally thought of as being functions of a communications interface-for

example, encryption [Needham & Schroeder, 1978].)

5.2 Reliability

One of the major design goals of the Ethernet system was that it be extremely reliable, in the

sense that the shared communications channel should be immune from catastrophic failure.

Failures that affect an individual host or that cause isolated packets to be lost or damaged are of

secondary importance. This goal (among others) led to the passive bus structure in which most of

the components-in particular, all the active ones-are associated with the host computers rather

than being part of the channel itself, thereby reducing the likelihood that a single malfunction will

cause total failure of the network.
This approach has been very successful in practice. Failures of an entire Ethernet system are

quite rare; for example, the heavily-populated net\vork described previously (120 hosts) suffers

outages only a few times per year, and only for a few minutes at a time while the problem is

located and corrected. Failures that affect individual hosts or that increase the packet error rate are,

of course, more frequent. It is worth highlighting some of the most COlnmon malfunctions.

Total failures. The usual causes of catastrophic failure are incorrectly installed taps, shorted or

malfunctioning transceivers," and broken controllers that transmit data indefinitely.

A bad tap or shorted transceiver is potentially the most troublesome problem to deal with,

since locating and correcting it might require inspecting long stretches of the coaxial cable. (This

concern has motivated network structures such as the "star-shaped ring", which features centralized

fault isolation [Saltzer & Pogran, 1979].) In practice, however, such failures are almost invariably

associated with physical· activity such as installing a new tap or transceiver, and are noticed and

corrected immediately.

The most serious failure that has been encountered to date occurred when lightning struck near

a pair of' buildings that had an Ethernet cable strung underground between them. The input
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transistors in a dozen or so transceivers became fused. Finding all the shorted transceivers took

, several hours. Partitioning the network made it apparent that there were problems in all sections.

A time domain reflectometer (TDR) was helpful in locating tile damaged transceivers among the

100 or so units connected to that network.

The likely cause of failure was a shift in ground potentials between the two buildings, which

was coupled into the cable shield through several tap blocks that were found to be resting against

grounded cable trays. The voltage drop along the length of the shield was not matched by a

corresponding drop al~ng the center c9nductor, and consequently half of the voltage present

bet\veen the building grounds was also ·pr(~sent between the center conductor and shield of the coax

cable. This voltage damaged the input transistors in the transceivers. An improved design would

include insulated tap blocks and connector housings as well as current-limiting resistors in the

transceiver input circuits.

Occasionally a controller malfunctions in such a way as to transmit continuous, correctly phase­

encoded data. (As explained earlier, the transceiver prevents the controller from simply jamming

the channel "on".) Failures can also be caused by malfunctioning software; ,for example, a program

that repeatedly transmits broadcast packets can have a devastating effect on the performance of

every host on the network.

Uncontrolled pollution of this nature can be prevented by introduction of "a watclldog timer

that electrically disconnects the transceiver from the bus unless periodically reset by the software.

Such a scheme has been used in the Queen Mary College ENET and CNET in a manner that also

verifies the proper functioning of the controller and low-level software [West & Davison, 1978].

Isolated failures. The frequency of packets lost due to interface-detected errors (incorrect eRe or

tennination at other than a word boundary) is about one in 6000 when averaged over many

machines. This is so small as to have negligible effect on overall performance. Furthermore, an

overwhelming majority of these errors are attributable to defects in the Alto Ethernet interface

rather than to corruption on the wire. A redesigned interface, which features digital rather than

analog phase decoding, has reduc"d the frequency of damaged packets to less than one in 2 million

[Shoch & Hupp, 1979].

The electrical signalling used on the cable is such that the sync bit of a packet barely passes the

DC receiver threshold after traversing one kilometer of cable, due to the stretching of pulse rise­

times [Wigington & Nahman, 1957]." The average DC level is achieved only after several bit times.

This results in occasional failure of a receiver to acquire correct bit phase. A worthwhile

modification to the signalling protocol would be to precede each packet's sync bit with a fairly long

preamble. This would permit higher speed operation while still using a DC receiver tllreshold. It

would also permit phase decoding by means of a phase locked loop, which requires more than one

bit titne to lock onto the signal.

Higher-level protocols are resilient enough to mask rather gross hardware failures. For

example, in a few instances a host's carrier sense circuit has failed, causing its transmitter not to
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defer to an ongoing transmission but rather to collide with it These and similar failures have

negligible effects on end-to-end communication-even in the machines that have failed-and are

detected only by careful network monitoring and measurement.

In the same vein, a host with a marginal transceiver or controller is. sometimes unable to

communicate with a particular set of other hosts but has no difficulty communicating with the rest

This is due primarily to variations in analog components.

Detecting this type of failure requires attempting communication between all n2 pairs of hosts

in the network. This may be done by a distributed diagnostic program, called a "worm", which

runs in several Altos at a time and determines whether they can communicate with each other.

Each instance of the program periodically finds· another idle Alto, bootstrap-loads that Alto with a

copy of itself, and· destroys itself. As the worm crawls around the network, it reports its findings to

a server which maintains a record of the' network's logical connectivity.

6. Conclusion

The Ethernet system design has been successful in the role intended for it: a high-performance

local transport mechanism for an internetwork architecture. The simplicity of the basic design,

combined with careful engineering of the critical cornponents, has resulted in great flexibility and

high reliability. We have attempted to highlight the important positive and negative features of the

prototype implementation and to assess their impact on an operational local network.
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