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Abstract

As computing systems continue to increase in performance and decrease in price, and as we
witness the emergence of yet more powerful personal computers, it becomes even more
important to provide high performance communications systems to interconnect these
resources. The work reported here represents an investigation into the emerging technology of
local computer networks -- in general, these are communications systems designed to tie
together some number of computers and terminals within a distance of roughly one kilometer,
with a data rate on the order of 108 bits per second. Local networks are typically used to
support a wide range of applications, including terminal access, file transfer, and more general
forms of multi-machine processing.

This investigation has been broken down into two major components: a comparison of
alternative architectures for local networks, and a systematic effort to measure the performance
characteristics of one such network,

The discussion of local networks begins with the identification of four major dimensions to the
design space: the nature of the underlying physical media, physical connectivity, logical
connectivity, and contro! disciplines used for accessing shared resources. Using that taxonomy,
and a set of criteria for evaluating specific local networks, we examine several dozen alternative
designs. Within the whole range of the design space, however, most networks fall into one of
five major families:

---Partially connected systems using store-and-forward techniques.
---Star networks or hierarchical configurations.

---Rings and loops.

---Radio-based approaches using packet broadcasting.
---Multiaccess bus structures.

From that evaluation and analysis, one of the most attractive designs is the use of a shared
passive bus, run with a distributed control procedure such as carrier sense multiple access with
collision detection (CSMA/CD).

This approach first emerged in the design of the Ethernet communications network
("Ethernet"); the second half of the investigation consists of a systematic effort to assess the
performance of an Ethernet local network. The subject of these experiments was one of the
largest local nets in use, supporting over 120 computers, or hosts. This system was first
measured under normal load, examining various performance characteristics: error rates,

iv



reliability, traffic volume, utilization, packet lengths, traffic patterns, inter-packet arrival times,
overhead, and more. Performance was then measured under conditions of high load and
overload, using a special set of tests programs to generate artificially high levels of traffic,
while controlling as many as 90 hosts at one time,

From these experiments we have been able to conclude that this approach to local networking
performs quite well. Under normal load there are very few errors, low delay, and the network
easily supports the offered traffic. Under extremely high load we find that the network
utilization remains high (over 97%) and the system does not become unstable,

Based upon these results, the final portion of the work examines some futurc opportunities for
using Ethernet-style local networks: carrying packet voice traffic, and providing access to
Ethernet systems from standardized interfaces (such as the CCITT recommendation X.25).
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Chapter 1

Introduction -

We are interested in exploring the design and performance of communications systems which
have become known as local computer networks. The phrase easily conjures up an image of
computers and terminals communicating with cach other within some constrained geographic
area, but there is no precise definition that neatly prescribes all of the characteristics of a "local
computer network." After much discussion, the IFIP Working Group studying this area
outlined the scope of the subject in rather broad terms [IFIP, 1979]:

Local computer networks are "local” in that the distances over which communication
takes place are limited, say between 10 meters and 10,000 meters. The "computers” in
local computer networks are the devices requiring and providing transmission of
data... The "networks" in locai computer networks employ a variety of media,
including twisted pairs, coaxial cable, fiber optics, local radio, and others....

Thus, in the broad spectrum of distributed computing the term has evolved to represent a wide
class of systems positioned somewhere between the notion of a closely coupled multiprocessor,
at one end, and a traditional, long-distance communications network at the other.

The boundaries are not particularly distinct, but it should be evident that proposed techniques
for local networks have drawn heavily upon experiences gained from approaches to processor
interconnection, as well as the long haul communications systems. Conversely, the ideas that
have now proven fruitful for this particular domain are now feeding back in the other
directions, as local netwcrk techniques are now influencing proposals for microprocessor
interconnection, as well as longer distance communication.

In addition, local networks often emerge with some distinctive non-technical characteristics. It
is usually the case that the network is used to interconnect computers and terminals that may
be owned or operated by a single organization. Furthermore, the network services usually do
not fall within the purview of any locally franchised communications common carrier -- that is,
the phone company does not maintain a monopoly on these services. These two characteristics
can be important, especially since they increase the opportunities for experimentation and
innovation in the development of local networks. (This opportunity to experiment and
innovate, however, may also lead to some reckless reinvention and duplication of effort, as
groups succumb to the "Not Invented Here" syndrome.)



Local networks are generally intended to support many different kinds of applications running
on the computers (also known as hosts):

---Transfer of files among hosts.

---Access to shared peripherals and servers.
-~-Delivery of electronic messages.
---Specialized multi-machine applications.
---And much more.

These networks are designed to support generalized networking among computers; while they
can certainly provide access to a single computer from a group of terminals, the capabilities are
much broader than those associated with a traditional ferminal network. We would expect that
host machines would not communicate only with one other host, but would be exchanging
packets with many different resources. Furthermore, most local networks tend to support data
rates ranging from at least several kilobits per second (Kbps) up to many megabits per second
(Mbps). '

Computer communications traffic is often described as being bursty, with short periods of
intense usage followed by lengthy periods with low utilization. This is one of the
considerations that tends to focus our attention upon systems that dynamically share
communications resources by using packet switching, rather than the more traditional circuit
switching approach.

The rapid development of local networks has raised a number of important issues:

---What are the relative merits of the different designs?
---Which dcsigns are more efficient or reliable?

---How much total bandwidth is needed?

---How much bandwidth does an individual host need?
---How many hosts can be supported on one network?
--How many different hosts normally communicate?
---What are the error characteristics?

---How .will the networks bchave under extreme load?

This report is an effort to answer some of those questions -- it is a qualitative and empirical
examination of local computer networks. The work begins with a systematic attempt to outline
the dimensions of the design space; from that, we have been able to construct a broad
taxonomy used to categorize several dozen different network proposals. A small number of
major families arise from that taxonomy: store-and-forward systems, simple star
configurations, rings, and shared multiple access bus systems.

The qualitative evaluation focuses our attention upon one of the most attractive designs: a
shared multiple access bus with distributed control, as first developed in the Ethernet



communications system ("Ethernet”). Subsequent chapters cxamine in greater detail the
behavior and performance of this network. Empirical measurements of one of the largest local
networks in existence are used to help asscss crror characteristics, traffic patterns, load, and
many other variables. To supplement these measurements of behavior under "normal load,”
two separate scries of experiments have also been undertaken, to gauge the performance of the
system under other conditions of very high load.

Using these measurements, we can then look back and compare actual results with original
cxpectations -~ and we find that the Ethernet approach successfully mects many of these
criteria. Finally, we conclude by using this evaluation to briefly address several advanced
topics in local networking: how one might carry voice traffic, the potential for standard
interfaces, and other issues.

At this point it is worth identifying some problems this report does not try' to address:

---Any local communications network needs to be augmented with a suitable suite of
communications protocols to actually provide certain kinds of function, error control,
flow control, and other services. Full utilization of the network will be dependent
upon the quality of those higher level protocols, and their implementation. Any good
system design will encompass those problems, but this work is specifically focused
upon the behavior of the underlying networks, factoring out (to the extent possible)
these higher level protocols.

---A network-specific sct of protocols, however, is no longer sufficient to meet the
needs of a wide-ranging group of users; internetwork protocols are necessary to tie
together users and resources connected to widely diverse local networks. Again, any
good design must take this into account. We will take a look at some of the lowest
level manifestations of the internetwork protocols -- such as the overhead imposed
upon the local network -- but will not address the whole spectrum of issues associated
with internetworking.

---There are several alternative methodologies one might employ for comparing local
networks, including mathematical modelling and discrete simulations. The availability -
of a working network with sustained regular use has provided an unusual opportunity
to collect measurements that we use to help evaluate or validate some of these
models -- particularly to demonstrate that some of the simplest early models seem
quite appropriate, Thus, the primary thrust has not been to develop further models
or simulations, since real systerns are now at hand.

---It is the applications programs that mediate between an underlying network and the
real users, and it is those programs which will ultimately determine the utility of a
local network. Much work remains to be done in integrating network services into
user software, and creating whole new applications that can take advantage of these



resources.

With these caveats in mind, we can press on to examine more closely the alternative designs
for local computer networks.



Chapter 2

Alternative architectures for local networks

2.1. Introduction

In the last ten years therc have emerged dozens of proposals for building local networks,
These systems have been intended to scrve a wide range of applications, have reflected widely
varying design decisions, and have incorporatcd many different overall architectures. Some
proposals have been implemented and are in regular use, while others have only survived as
paper designs.

When cxamining these many alternatives we find very few common threads woven through
them, but therc is onc gencral conclusion which does cmerge:

The first law of local networks: With enough hard effort almost any design -- no
matter how baroque -- can be made to work.

This law is, however, accompanicd by two important corollaries:

Corollary 1. A system which is actually implecmented -- and which is in regular use
mecting the necds of its users -- is a workable design.

Corollary 2. Just because a system works doesn’t mean it’s a good design,

In this chapter we examine a number of alternative proposals for local networks, trying to
determine which ones actually scem to work well, and which ones might cven incorporate
elements of good design. [n the following chapter we will take a closer look at the details of
many spccific network designs.

2.2, Dimensions of the design space

Development of a local computer network is, to a great extent, an exercise in design
tradeoffs -- there are many different technological possibilities and alternative architectures.

In this design space we can identify at least four major dimensions: point-to-point vs.
broadcast channcls, physical connectivity, logical connectivity, and the control procedures used
for sharing communication resources. '



2.2.1.  Point-to-point vs. broadcast channels

Various communications media can be used to provide either point-to-point channels (using
twisted pair, coaxial cable, switched telephone links, radio, or fiber optics) or broadcast
channels (using coaxial cable, radio, fiber optics, or diffused infrared radiation).

A point-to-point channel has only a single transmitter and a single recciver. 'To connect
multiple hosts, these channels may be cascaded together with the signal being regenerated at
intermediate points (like tandem trunks in the tclephone system), or whole packets may be
processed in a store-and-forward manner through intermediate hosts.

A broadcast channel, in contrast, allows multiple receivers to simultancously receive ‘the same
signal. The channel may only support a single transmitter and many reccivers (like a TV
station), or it may be a multiaccess channel giving different senders the ability to transmit to
many receivers.

Note that a broadcast communication channel provides the opportunity for cvery recciver to
pick up a signal, but does not guarantce reliable delivery to every destination (i.c., a particular
receiver may not be operating). ‘

2.2.2.  Physical connectivity, or topology

The physical connectivity of a communications system describes those stations which can
communicate directly with each other, using the underlying media.

If there arc separate point-to-point channels between every pair of stations, this is a fully
connected topology. For n different nodes, this requires a*(n-1)/2 channels, and twice that
many interfaces; but there will be no need to share any of these channels.

In a partially connected topology each node only has a direct channel to a limited number of
other nodes; some form of switching or store-and-forward mechanism will be needed in order
to reach all of the other nodes, and to provide full logical connectivity.

Partially connected topologies can be further classified according to the particular topology:

---Arbitrary interconnection, typically with at least two different paths from each node
(sometimes called a mesh network or a distributed nctwork).

---A simple star, in which all of the nodes are directly connected to one central point.
---A strictly hierarchical configuration, in which the physical connections form a free
structure. .

---A circle, in which every node has two neighbors; or,

--A onc dimensional linear structure.



(These categorics are not mutually exclusive, of course: a linecar configuration can be viewed
as a tree with branching factor of 1, and all of the last 4 are merely special cases of arbitrary
interconnection,)

Similarly, if all of the users of an underlying broadcast channel are within range of all other
users, this is also a fully connected topology. But broadcast communications channels do not
automatically provide full connectivity: in a radio system, for cxample, individual broadcast
units may have overlapping arcas of coverage, but still require an intermediate repeater in
order to reach a distant node. ’

2.2.3. Logical connectivity, or addressing

Distinct from the physical connectivity is the Jogical connectivity, or the set of nodes which can
be directly addressed from cach node. Suitable addressing and routing schemes can be used to
provide the appearance of full logical connectivity, even if the physical connectivity is less
complete.

Conversely, a system with very rich physical connectivity may have very restricted logical
connectivity, if each node is only allowed to address a limited sct of destination nodes.

2.24.  Control procedures for sharing resources

If any of the resources or communications channels are shared among diffcrent users, there
must be some sort of control procedure used to properly allocate thosc resources; these are
often referred to as multiplexing or multiple access techniques.

In the simplest case, there is a static preallocation of resources to the various users. If the
necds of users can be predicted in advance, and do not fluctuate, this can be a reasonable
approach. But if individual demands vary in an unpredictable manner, preallocation leaves
resources unused much of the time, and thus can be very inefficient. Dynamic control
procedures attempt to rapidly apportion a shared resource in response to changing demands.
One of the major distinguishing characteristics of a particular dynamic control mechanism is
the extent to which it depends upon centralized or distributed procedures.

Some of the traditional mechanisms for sharing a channel include:

---Frequency division multiplexing (FDM) or frequency division multiple access
(FDMA).

---Time division multiplexing (TDM) or multiple access (TDMA), also now called
synchronous time division multiplexing (STDM).

---Asynchronous time division multiplexing (ATDM), sometimes also referred to as
statistical time division multiplexing (STDM, a duplication of initials that often causes
confusion).



---Polling, or roll call polling, from a ccntral point.

---Hub polling, with the poll being passed along either in-band or out-of-band.
---Contention systems, in which a central arbiter resolves asynchronous requests for
scrvice.

These tcchniques have now been supplemented with dynamic random access control
procedures (some of which will be discussed at greater length later in this chapter):

---Pure Aloha.

---Slotted Aloha, requiring a central time basc.

---Rescrvation Aloha.

---Carrier sense multiplc access (CSMA).

---Carrier sensc multiple access with collision detection (CSMA/CD).
---Many ncw access schemes proposed for satcllite systcms.

2.3. Some examples from the design space

These four dimensions provide a very rich design space from which one can construct a local
network. Some of the combinations would certainly not be very productive, but we can draw
examples from many cxisting systems:

---A small number of hosts connected to each other with point-to-point lines has full
physical and logical connectivity, with no nced to control the allocation of shared
communications resources.

---The Arpanet uses point-to-point lines and has only partial physical connectivity, but
the distributed store-and-forward packet switching algorithms provide full logical
connectivity.

---A multidrop line for connecting terminals to a host uses a broadcast medium and
has full physical connectivity. But the use of a centralized control procedure, such as
polling, gives it a very restricted logical conncctivity, in the shape of a star.

---The in-bound part of the original Aloha radio system also used a broadcast medium,
controlled with a decentralized random access procedure [Abramson, 1970]. But the
Menchune (at the host) was the only receiver for all of this traffic, and the system had
the logical connectivity of a star.

---Fiber optics are often thought of as a point-to-point medium, but when configured
in the form of a star with a mixer or a coupler at the center, it becomes a broadcast
medium with full logical connectivity [Rawson & Metcalfe, 1978].



24. Some criteria for evaluating local network designs

Given this very rich design space, how does onc evaluate the relative merits of a particular
proposal? There are no simple metrics, but rather a whole set of different considerations; the
particular application environment will help to determine which of these criteria might be
given the greatest weight:

---Proper functionality.

---Efficicnt utilization, particularly of shared resources.

---QOverall system rcliability and error characteristics.
---Dependence upon any single point of centralized control.
---Overhead or processing load imposed upon the hosts.
---Impact on existing hosts (both hardweare and software).
---Compatibility with other systems, and ease of intcrconnection.
---Incremental growth.

---FEasc of installation, maintenance, and reconfiguration.
---Compliance with appropriate regulations (such as the FCC rcgulations, building
codes, electrical and fire codes, etc.).

---Overall cost.

25. A taxonomy of the major designs for local networks

The four-dimensional design space described above certainly does not capture all of the
possible considerations in constructing a computer network, but -- as the examples suggest -- it
is a useful starting point in cataloging a particular system. Therc have been several atteimpts to
develop a simplified tree shaped taxonomy for the many alternative local nectwork
architectures, but the rcsult is usually neither satisfactory nor complete.

Instead, we can identify several major families that have cmerged in the construction of local
networks, cach occupying a different region in the design space. A decision along one
dimension may be the most distinctive attribute, and may then influence alternatives available
in the other dimensions; thus, each family usually represents a set of design decisions which,
when taken together, seem to produce a reasonable design.

In the scctions which follow, we outline five broad categories useful in describing local
computer networks: storc-and-forward systems, star configurations, rings and loops, radio
networks, and multiaccess bus structurcs. Chapter 3 contains a more detailed discussion of
specific networks, organized to match these five groups.

2.5.1.  Partially connected, store-and-forward

This approach to local networking typically represents a scaled-down version of the Arpanet:
point-to-point channels with a partially connected physical topology. To provide full logical
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connectivity individual packets are switched through the intermediate nodes until they reach
the appropriate destination. This routing is performed on a distributed basis, with no central
control; to take advantage of alternate routces, such a system should preferably use some form
of adaptive or dynamic routing procedurc that will respond to changes in connectivity.

There are two variations on this theme, distinguished by the place in which the packet
switching software is run:  store-and-forward via Imps or store-and-forward via hosts.

The Arpanet uses a separate packet switching node (an Interface Message Processor, or Imp)
connected to each host, and the Imp does most of the packet processing and handles all of the
routing procedures; the name Imp is often used generically to describe a separate packet
switching node. This approach has the attractive feature that the network continues to
function even if individual hosts are unavailable. For connccting small machines in a local
network, however, the cost of a packet switching node may be roughly equal to the cost of the
host itsclf, and this may be economically unattractive.

The Arpanct itself functions as a local network at some institutions, where a group of hosts
may be connected to one or two Imps at the site. In addition, several independent systems
have been derived from the Arpanet, cssentially using Arpanet Imps to conncct hosts in a local
area (sec section 3.1.1). In general, however, this scalcd-down Arpanet approach to local
networking has not gained widespread popularity, and few major results have been reported.

The second variation on store-and-forward processing does away with the separate Imp, and
moves the packet switching function directly into the host. Without an independent switch,
though, it is necessary for the host itself to be functioning in order to forward packets through
the net.

This approach obviates the need to acquirc different hardware to perform the switching
function, but will require that network software run in the hosts which make up the network,
consuming resources in those machines. In gencral, one would configure such systems as
distributed networks -- arbitrary interconnection with several alternate paths between nodes.
Alternatively, the same basic store-and-forward mechanism would work if the hosts were
configured in more restricted topologies, such as a ring, a line, or a star,

Not surprisingly, some mini-computer manufacturers have strongly endorsed this approach
towards nctworking. While often originally viewed as a technique to provide long-distance
interconncction, the same approach has been advocated for local networking. Specific designs
in this family include Hewlett-Packard’s Distributed Systems Network (DSN), DEC’s Decnet,
and others (see section 3.1.2).
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25.2.  Star networks, and strictly hierarchical configurations

Star shaped nctworks take advantage of one of the simplest topologies: a collection of point-
to-point lincs homed in on a single resource. These systems generally trace their history back
to terminat systems which provided multiple access to shared hosts; this architecture may be a
rcasonable approach if the actual traffic patterns correspond to this star shaped physical
topology. In a onc layer star the communications channels are not sharcd and requirc only a
simple line control discipline; the services at the center of the star may nced to be shared,
however, and this central point is often used to enforce some form of polling. As a star
system grows, individual stars can be cascaded to form a hicrarchically connccted set of
resources.

Star shaped proposals have cmerged in threc different forms. Some star networks are
modelled on terminal systems, providing communication between a sct of hosts and a single
group of shared peripherals or other centralized resources (i.c., both the physical and logical
conncctivity are in the form of a star). For providing more general inter-machine
communication, however, the ceater of the star may serve primarily as a switch directing traffic
among the various hosts -- but not itsclf providing centralized services (i.e., physically a star,
but with full logical conncctivity). Finally, some star configurations implement circuit
switching, to provide high capacity decdicated links among hosts.

Any star topology immediately raises some issues of reliability and performance. Proper
functioning of the central switch is essential to the operation of the network, and a single point
failure here brings down the whole system. Thus, it may be nccessary to replicate the switch,
and include fairly complex mechanisms for cutting in the backup switch. This in turn
contributes to the complexity of the switch, and tends to increase the already large initial cost.
It's usually hard to design a star that can very cheaply support a small installation, but still
scale up gracefully as more equipment is added. (For examples of many star shaped systems,
see section 3.2.)

2.5.3.  Circular topologies: rings and loops

One of the recurring physical topologies in the development of local communications systems
is a circular structure, in which each node is connected to exactly two ncighbors. ‘The
attractiveness has much to do with the conceptual elegance of the circle: easy to structure and
lay out, and with a very simple, degencrate form of routing.

In most such proposals individual nodes are connected with point-to-point unidirectionat links,
allowing a signal to be regencrated and passed along at each node. Thus each node usually
includes some form of active repeater; therc is often only a modest amount of buffering in
each node as the signal moves around the circle, and there must be some coordinated
procedure to determine when to transmit. (Note that this brief buffering and regeneration of
the signal as it passes around the system is very different from a packet switching store-and-
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forward network which happens to be configured in a circle)) This circular physical topology
can, in principle, support a fully connccted logical topology in which any node can
communicatec with any other -- matching our assumption that each host in a local network
would communicate with many other hosts. In practice, however, some of the circular
structurcs were developed to support terminal access to a single host or controller, thus
limiting the logical topology.

All of these rings and loops make use of some form of active repeater or ring interface that
receives the signal and regencrates it for the next host. Reliability of these components then
becomes an important aspect of overall system reliability. If a ring interface is powered from
its host, for example, a local power failure there will bring down the whole net, Alternatively,
if one interface fails in such a way that it is corrupting many of the passing bits, that will also
affect all of the hosts. Various schemes have been proposed to deal with these problems: a
relay which will switch the interface out of the system if the host fails, powering the interfaces
from the line (which then requires one or more separatc power sources), alternate paths to
allow reconfiguration, and other approaches -- all intended to protect the integrity of the ring
or loop.

Given this shared channel, one of the most important aspects of a circular design is the control
procedure used to allocate access. Although not yet widely adopted, the terms ring and loop
are slowly evolving as a mcans to distinguish between distributed or centralized control:

---A ring network usually incorporates some form of distributed control discipline,
eliminating the need for a special machine to serve as a controller.

---A loop nctwork usually incorporates some form of centralized control in a
distinguished node, acting as a loop controller to parcel out system resources. Thus,
onc has an image of a loop which starts from one particular point and returns. (This
use of the term /oop when describing local networks is very different from the local
loop in a telephone system -- the connection between an individual telephone and the
central office.)

In part, the choice of one control structurc or another often reflects the anticipated pattern of -

use. If onc wants to connect a large number of hosts with cqual logical stature, or support a
rich pattern of connectivity, a general ring structure may be appropriate, especially if it can be
run without any central control. If, however, the circular structure is meant to connect a group
of terminals to a single host or to a shared cluster controller, it may be perfectly rcasonable to
provide a loop controller for running the system; this would then be a circular physical
topology combined with centralized control, supporting star shapcd logical connectivity.

The distinction is not always an easy one¢ to make. It may not be evident when a distributed
control discipline has actually climinated the last vestiges of central control. Some ring systems
may genuinely use a distributed decision process to control access to the channel, but they may
still depend upon a specialized node to provide various management functions, such as timing,
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